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Abstract—Research has shown that the relationship between
robot mind, body, and identity is flexible and can be performed
in a variety of ways. Our research explores how identity per-
formance strategies used among robot groups may be presented
through group identity observables (design cues), and how those
strategies impact human-robot interactions. Specifically, we ask
how group identity observables lead observers to develop differ-
ent mental models of robot groups, and different perceptions of
trust and group dynamics constructs.

Index Terms—Human-Robot Interaction, Robot Groups, Iden-
tity Performance Strategies, Mental Models

I. INTRODUCTION

Typically, Human-Robot Interaction (HRI) research has
focused on interactions between humans and individual robots.
However, HRI domains, such as space exploration [1], [2],
[3], search-and-rescue [4], [5], and healthcare [6], [7], involve
interactions with groups of robots. Interactions with groups
of robots are particularly complex due to the number of
robot minds (underlying cognitive architectures), bodies (phys-
ical constructs), and identities (performed personas) involved.
While individual robots typically have humanlike 1-1-1 mind-
body-identity associations (i.e. one mind controls one body
and presents one identity) from a user’s perspective, these
associations can break down in robot groups.

Recently, researchers like Williams et al. [8], Luria et al. [9],
Reig et al. [10], Tejwani et al. [11], and Jackson et al. [12] have
highlighted the flexibility of the relationship between robot
mind, body, and identity (i.e. the number of minds, bodies, and
identities involved and the associations among them). With this
flexibility comes a tension between those relationships at the
robot software level versus how they are perceived by humans.
For example, Williams et al. [8] consider human interactions
with robots that are networked together and controlled by
a single mind yet are presented as distinct individuals. This
identity performance strategy facilitates a user mental model of
multiple individuals with distinct minds, bodies, and identities,
despite being controlled by a single mind at the software
level. Other identity performance strategies (e.g., presentation
as a hive mind) may facilitate different mental models (e.g.,
a single individual whose mind is distributed across multiple
bodies).

This distinction between identity performance strategies is
critical as the number of bodies and identities involved in a

user’s mental model dictates where and how they believe trust
can be placed, and how they allocate trust to different trust
loci [8]. This raises the question of How can robot identity be
leveraged to design and enhance human-robot group interac-
tions? To address this overarching research question, we are
first exploring the following underlying questions:

1) How can different identity performance strategies be
presented to users?

2) How do different identity performance strategies affect
users’ social perceptions of robot groups (e.g. trust)?

3) How can different identity performance strategies lead
to different mental models of robot groups and their
constituent minds, bodies, and identities?

Jackson et al. [12] reason about these questions with respect
to robot identity design. This discussion is presented through
a Levels of Abstraction theoretic account of robot identity in
which one must specify the Level of Abstraction (LoA) from
which a concept is analyzed. An LoA is defined as the set of
observables available at that LoA. Jackson et al. [12] argue
that from a user’s perspective (or LoA) the ascription of a
unique robot identity may depend on key observables such
as naming, speech, and behavior. However, this account of
identity observables has yet to be validated empirically, and
it is unclear what mental models people build about robot
groups, or what observables lead to those mental models.

Moreover, it is unclear how these observables and the mental
models they evoke impact group dynamics constructs [13] like
entitativity [14]. The perceived entitativity of robot groups
(i.e., how unified the group appears to be) is a key dimension
of group perception that substantively mediates the quality
of interaction. For instance, increasing perceptions of robot
group entitativity has led to more positive perceptions and
willingness to interact with robots [15]. Fraune et al. [14]
also emphasizes how entitativity can be manipulated by design
choices relating to identity observables.

Thus, overall we aim to understand how robot identity may
be leveraged to design and enhance human-robot interactions.
Towards this, we explore how identity observables may be
used to present identity performance strategies and how those
strategies affect human-robot interactions. Specifically, we
study the effects of group identity observables on social
perceptions like trust, mental model formation, and entitativity.



II. RESEARCH APPROACH

Towards these goals, we conducted two online studies: a
replication study (n=189) of Williams et al. [8]’s work and a
broad sensemaking study on robot group presentation (n=166).

A. Trust in Robot Bodies and Identities

Williams et al. [8] consider the potential for robot bodies
and identities to be perceived as trustworthy to different
extents and introduce a new theory of human-robot trust,
Deconstructed Trustee Theory. To explore this potential and
provide support for their new theory, Williams et al. conducted
an online experiment in which participants viewed simulations
of two Astrobee robots and rated the perceived trustworthiness
of each body and identity. In the videos, different names and
voices were used to present different identities and to indicate
the migration of an identity between bodies. Participants
viewed the robots using one of two Communication Policies
(Body-Identity Associating Language or Body-Identity Dis-
sociating Language) and one of two Action Policies (Trust-
Building or Trust-Damaging).

A limitation of this study was that the chosen identity
observables (names and voices) may have affected the per-
ceived trustworthiness of the robots. For example, the names
used, “Honey” and “Bumble”, may have led people to assign
personality qualities based on the meaning of the names (e.g.
Honey being sweet and Bumble being careless). The voices
also varied in gender presentation; a critical consideration
when designing robot identity, as human gender stereotypes
and norms carry over into human-robot communication [16].
We thus conducted a replication study with new (humanoid)
names and (gender-controlled) voices.

As in the original experiment, we conducted a Bayesian
statistical analysis. While we did not find any significant
effects of robot gender and trust, we did find new cases
in which each policy and the Locus of Trust (i.e. where
trust is placed either body or identity) affected the perceived
level of trust in the presented robot bodies and/or identities.
The full paper regarding this replication is in preparation for
submission to ACM Transactions on HRI.

B. Impact of Robot Group Presentation Strategies on Mental
Model Formation

Next, we systematically explored how changes in different
group identity observables might impact the mental models
people develop of robot groups during initial human-robot
introductions [17]. We defined and conceptualized five key
observables: (1) Speaking (who speaks and when), (2) Self-
reference (how an identity speaks of itself or the body it
inhabits), (3) Other-reference (how an identity speaks of other
identities or the bodies they inhabit), (4) Naming (the name
used for oneself, another, or the group), and (5) Name and
Voice Distinctiveness (the way body-identity alignment is
communicated). These observables may be leveraged at the
user’s LoA to infer relationships between the minds, bodies,
and identities of a robot group and to construct corresponding
mental representations. For this study, participants viewed

and reflected on animated storyboards across 42 conditions
representing key combinations of these five observables and
answered open- and close-ended questions.

We used a Grounded Theory-informed analysis [18] of
participants’ qualitative feedback to identify the types of
mental models people developed, and used statistical analysis
to show how variations in group identity observables led
to those different mental models. Through this analysis, we
identified two fundamentally different taxonomies of mental
models: Intelligence Distribution and Social Relationships.
Additionally, we used participants’ quantitative assessments
to understand how those varying observables, and the mental
models they evoked, influenced perceptions of group entitativ-
ity. Specifically, a trend we found across all observables was
that shared behavior and qualities resulted in more frequent
formation of a One-for-all (i.e. multiple bodies share a sin-
gle identity/mind) Intelligence Distribution mental model and
increased entitativity. While, unique behaviors and qualities
resulted in more frequent formation of a One-for-one (i.e. each
body has a distinct identity/mind) Intelligence Distribution
mental model and decreased entitativity. Overall, we demon-
strated the importance of designing robot identity as even the
slightest manipulation in the observables lead to changes in
the mental models and perceptions observers formed.

III. FUTURE WORK

These studies were our first steps towards understanding
how robot identity may be leveraged to design and enhance
human-robot group interactions. Both studies explored design
techniques that may be utilized to distinctly communicate
identity and its association with a robot body and the effect
those techniques have on social perceptions, mental model for-
mation, and entitativity. In future work, we aspire to expand on
and replicate the results of our preliminary, broad sensemaking
study in lab environments, with real robots and a smaller
number of experimental conditions with the goal of providing
further empirical grounding for the concepts and taxonomies
laid out while further addressing our research questions.

We first intend to conduct a series of lab experiments to
explore each of the five group identity observables individ-
ually. Then, we intend to explore the interactions between
identity observables that are most closely tied to each other.
This will allow us to understand the effects each individual
observable and certain observable pairings have on both mental
model formation and on group dynamics constructs. With
these experiments, participants can form more concrete and
thorough mental models about a robot group as they will be
directly interacting with a group of robots. Overall, we hope
to provide the HRI community with further understanding of
how robot identity can be used to present different identity
performance strategies and leveraged to influence user mental
models of robot groups.
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