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ABSTRACT
TheWizard-of-Oz (WoZ) method is a common and beneficial means
of enabling researchers with control over robots in experimental
settings. However, there is a lack of general robot control tools
for WoZ that are publicly available and easily adaptable to various
research domains and needs. In particular, existing control inter-
faces that may be used in WoZ experiments often do not support
the control of multi-robot interactions. As such, in this work, we
present the design of three prototypes for a multi-robot speech con-
trol interface that would enable the control of multi-robot dialogue
interactions.
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1 MOTIVATION
InHuman-Robot Interaction (HRI), theWizard-of-Oz (WoZ)method
is often used by researchers to quickly and remotely control robot
actions within experiments, typically while concealing the involve-
ment of a human controlling the robot [1, 13]. One particular benefit
of WoZ is that it provides HRI researchers with a means of robot
control that enables the evaluation of robot designs and interactions
without needing to fully implement functional systems and inter-
action methods. As such, WoZ provides an easy way of exploring
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different dimensions of HRI such as testing robot behaviors and
assessing human perceptions of and interactions with robots.

However, there is a lack of general robot control tools for WoZ
that are publicly available and easily adaptable to various research
domains and needs. In particular, current control interfaces are
particularly underpowered in the area of multi-robot control. For
instance, for robots like Misty1 and Stretch2, out-of-the-box control
interfaces are limited to only controlling the particular capabilities
of the robot they come with and only a single robot at a time can
be controlled. As such, researchers often must either build custom
multi-robot control interfaces, or control each robot independently,
resulting in synchronization challenges.

Due to the lack of accessible multi-robot control tools available
to researchers, we present prototypes of a user interface for multi-
robot speech control. Our user interface includes tools to organize
and initialize multi-robot dialogue interactions that account for
potentially different configurations of robot identity. Additionally,
our prototype interface includes a variety of features that support
researchers in preparing dialog ahead of time, as well as adapting
new dialog on-the-fly during an interaction. As such, our prototype
makes progress towards the development of accessible, generaliz-
able research tools for WoZ research in multi-robot interactions.

2 RELATEDWORK
The WoZ method is commonly used in HRI to remotely control
robot capabilities without necessitating the implementation of com-
plete or autonomous systems [4, 13]. As such, this method has been
used in a variety of HRI research such as to assess how humans
may behave and perceive robots [8, 11]. To support such research
in HRI, many robot control interfaces have been developed by
the research community itself to address specific research needs
(e.g. [6, 14, 17, 18]). Additionally, most robots used in HRI, such as
the Misty and Stretch robot, come with a means of controlling those
particular robots’ capabilities through a user interface. However,
most of these interfaces focus on and are designed to only enable
single robot control, not accounting for HRI research consisting
of interactions with multiple robots. There is especially a need for
multi-robot control interfaces as there is an increasing focus on
non-dyadic interactions in HRI [15]. As such, in this paper, we focus
on the design of a multi-robot control interface that would enable
to control of multiple robots in an interaction.

1mistyrobotics.com
2hello-robot.com
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(a) Prototype V1 (b) Prototype V2

(c) Prototype V3

Figure 1: Prototypes for a multi-robot speech control interface

Several multi-robot WoZ control interfaces have been developed
(e.g. [5, 10, 16]), yet no general purpose and domain-adaptable
multi-robot control tools have been made publicly available. Thus,
our end goal is to create a multi-robot control interface that may
be easily adapted for different HRI experiments. To simplify our
initial interface design, we in particular focus on the control of
robot speech as that is a common means of interaction used in HRI.

Furthermore, existing multi-robot control interfaces do not ac-
count for the added complexity of robot identity (performed per-
sona) that may arise in multi-robot interactions. Robot identity
can easily be manipulated through a variety of observables such
as through robot speech to change how robots may be understood
and interacted with [2, 7]. Groups of robot in particular do not
have to maintain a static association between a robot’s physical
body and a particular identity presentation, which can complicate
who/what people may think they can interact with [3, 19] as well
as how people control dialogue for robots. For instance, an identity
performance strategy that may need to be considered in multi-
robot interactions is re-embodiment in which a robot identity can
switch between robot bodies, potentially to ease particular interac-
tions [9, 12]. As such, in our interface design, we aimed to enable
control over this flexibility in robot body-identity association.

Overall, in this work, we aim to facilitate multi-robot speech
control while incorporating robot identity into the core of the
interface. In the following section, we discuss our progress thus
far in designing a multi-robot control interface that can uniquely
enable WoZ for multi-robot HRI experiments.

3 DESIGN PROCESS
3.1 Brainstorming Requirements
We first had to brainstorm the requirements of the interface that
may be needed to enable a user to control simultaneous multi-
robot speech. This brainstorming led to seven key activities that
such an interface should allow: (1) connecting to multiple robot
bodies, (2) creating robot identities with distinct names and vocal
parameterizations, (3) authoring of text ahead of time that robots
might need to say during experiments, (4) changing which identities
are associated with which robot bodies, (5) inputting text to be
spoken by the connected robots, (6) triggering the speech of that text
by selected robot bodies, and (7) assessing the status of connected
robots.

Most of these requirements (1, 3, 5, 6, 7) were needed to achieve
base functionality for the control of multiple robots and their speech.
Additionally, requirements 2 and 4 were needed to account for the
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complexities of robot identity that may be present among groups of
robots. In particular, we determined that enabling a user to change
robot body-identity association on-the-fly could provide users with
a means of controlling robot identity performance such as enacting
the re-embodiment strategy when needed.

3.2 Sketching and Prototyping
After identifying the interface requirements, we divided them into
two key phases: Robot Group Initialization (requirements 1-3) and
Session Control (requirements 4-7). For this interface, we decided to
focus on the “Session Control" phase, in particular to explore the
different ways users may change robot body-identity associations
(requirement 4). We then sketched several possible layouts for a
Session Control interface. Adhering to the idea of minimizing in-
teractions necessary to change the robot body-identity association,
we used “click" counts (i.e. number of user inputs to the interface)
as a metric to guide the first iteration of sketches. The most promis-
ing sketches were then turned into design prototypes using Figma,
an online interface design tool. Figure 1 shows the three design
prototypes we created.

Thus far throughout our design process, we assumed that a user
had already completed the “Robot Group Initialization" phase to
facilitate the design and demonstration of these interfaces. As such,
our prototypes demonstrate that a user had already (1) connected
the interface to three robot bodies, (2) created three robot identities
with unique names (Buddy, Bumble, and Honey) and voices, and (3)
pre-authored three speech buttons (each intended to prompt speech
saying “Hello, my name is ..."). To communicate these configurations
set during the “Robot Group Initialization" phase, in each prototype,
the leftmost side of the interface provides users with a list of the
identities created (comprised of user-defined names and voices),
and a list of connected robot bodies with color-coded icons to
denote connection and processing status (idle, busy, or faulty). Each
prototype also has two methods for users to input speech: (1) user-
defined buttons of preplanned speech, and (2) a text box for on-the-
fly input.

The three prototypes primarily differed in the workflow required
to determine which robot bodies to use to utter inputted text, and
which robot identities to use to parameterize that speech (other-
wise referred to as setting the robot body-identity associations).
Specifically, these interfaces differed in the specific visuals used
to convey the robot body-identity association, and the types of
input modalities intended for changing that association (e.g., radio
buttons versus toggle buttons versus drag-and-drop).

3.3 Interviewing Potential Users
To help us iteratively refine the design of our multi-robot WoZ
interface prototype, we conducted IRB-approved Zoom interviews
with six HRI researchers. The recruited participants all had experi-
ence conducting human-subject WoZ studies and/or investigating
interface design for robot control.

In these interviews, participants were shown the three multi-
robot speech control interface prototypes in a semi-counterbalanced
order. Specifically, three participants were shown prototypes in or-
der (v1, v3, v2), and three were shown prototypes in order (v2, v1,
v3). Prototype v3 was always shown directly after v1 because it was

designed as a modification to v1. When shown the first prototype,
participants were told the general purpose of the interface and the
configurations set during the “Robot Group Initialization" phase.
For each prototype, participants were first asked for their initial
impressions, and were then given a walkthrough of the expected
use of the interface, through Figma action prototyping. Next, par-
ticipants were asked for their thoughts on each prototype’s design
and use. In particular, we asked (1) if the instructions presented in
each prototype were sufficient to explain how to use the interface,
(2) how each prototype compared to the others seen thus far (and
which they preferred), and (3) what features/qualities might still be
needed.

Overall, participant responses gave us insights on how to re-
fine our prototyped design. In particular, these insights included
information about (1) what users may need to learn how to use the
interface (e.g. detailed instruction guide or simply enough time to
engage with the interface), (2) what general design considerations
to account for (e.g. standardization of design elements, and provid-
ing obvious means of input), (3) how to clearly communicate the
connection between interface elements and the robots being con-
trolled in the real world (e.g. including actual robot images rather
than representative icons), and (4) what features and qualities more
advanced users may want (e.g. the inclusion of robot movement in
association with speech and potentially a means of auto-generating
text).

3.4 Design Iteration and Future Work
Based on the insights from the potential user interviews, we intend
to iterate over our prototyped designs by outlining any additional
interface requirements brought up by participants and reconfigur-
ing the layout of our multi-robot speech control interface (including
the means by which requirement 4 is met). Moreover, to enable
direct user testing of the interface and its eventual use within HRI
experiments, our next goal is to begin the implementation of a
working interface that could serve as a general tool in multi-robot
speech control. Once an initial interface implementation is com-
plete, we intend to conduct usability studies with potential users
(HRI researchers) to test the functionality of the interface within a
HRI experimental context as well as to receive further feedback on
how to further improve our design.

4 CONCLUSION
There is a current lack of generally applicable, robot control inter-
faces that can be used to conductWoZ experiments, especially those
involving multiple robots. As such, in this work, we prototyped
a user interface that would not only help with conducting multi-
robot WoZ experiments in HRI, but also allow for the inclusion
and exploration of robot identity. Through our design process, we
developed three prototypes for such an interface and plan to iterate
over these designs based on feedback received in interviews with
HRI researchers. Overall, in this work we made strides towards the
development of an accessible, generalizable research tool for WoZ
research in multi-robot interactions.
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